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Correlation & linear regression

https://xkcd.com/552/

Lecture 3
Biological statistics III

Ayco Tack
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[….] one cannot quite escape the notion that 
either the Nobel Committee in Stockholm has 

some inherent patriotic bias […] or, perhaps, that 
the Swedes are particularly sensitive to 

chocolate, and even minuscule amounts greatly 
enhance their cognition

A second hypothesis, reverse causation — that 
is, that enhanced cognitive performance could 
stimulate  countrywide chocolate consumption 

— must also be considered. 

Messerli, 2012, Occasional note in New Engl J of Med

Correlation or causation?

Maurage et al, 2013, J of Nutrition
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ÅCovariance and correlation
×How to measure and test covariation between variables

ÅLinear regression
×Estimate and test a linear relationship

ÅChecking the assumptions
×Performing model criticism

ÅAdvice
×Correlation, regression and checking assumptions

Outline
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Covariance and correlation

A relationship between two variables is often 
illustrated with a scatter plot

Suppose:ώ ȟώ ȟȣȟώ and ώ ȟώ ȟȣȟώ
are sampled from a bivariate normal 
distribution of ώ and ώ (where ώ and ώ
come from the same unit).

The estimated covariance is:

ί
ρ

ὲ ρ
ώ ώ ώ ώ

And the estimated correlation is:

ὶ
ί

ίί

The true covariance and 

correlation we write as „

and ”.

For instance, ώ could be finger length and ώ toe length of 
person i Karl Pearson
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A bivariate normal distribution
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Hypothesis tests for correlations

If the true correlation ”is zero, the estimated 
correlation r has an approximately normal 
distribution.

Assumption:ώ and ώ come from a bivariate 
normal distribution.

Hypothesis:Ὄȡ” π

We can now:

Å Calculate the estimated standard error:

Å ί

Å And then use the t-statistic

Å ὸ

to test ( . The statistic has ὨὪ ὲ ςȢ

1000 simulations, Ӷὶ πȢππτφȟί πȢρψψ

Compare: ” πȟί πȢρψω

http://www.vias.org/science_cartoons/coeff_r.html
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Example: crabs on Christmas island

Data: Total biomass (kg) versus number of 
burrows per 25 m2 for red land crabs in the 
quadrats from the Lower Site on Christmas island 
(Box 5.1 in Quinn & Keough; Green 1996).

Estimated correlation:ὶ πȢψψς

Test of Ὄȡ” π
Å ί πȢρφχ
Å ὸ υȢςωσ
Å ὨὪ ὲ ς ψ
Å ὴ πȢπππχ

There is a statistically significant correlation

Conclusion: Higher total crab biomass in quadrats 
with more burrows
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R2 and P-value
biological vs statistical significance

Møller, 1993, Evolution

P < 0.0001
R2 = 0.075
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R2 = r2 = coefficient of determination = proportion of 
variance in the dependent variable that is explained by 

the independent variable

ñIf we extrapolate the current rate 

of decline (ī0.005 per year) far 

outside the range of our data, we 

would make the improbable but 

alarming prediction that ecology's 

marginal explanatory power will be 

zero within the next 100 yearsò

Low-Décarie et al, 2014, Fr in Ecol and Evol

The danger of extrapolation
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Non-linear relationship
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Fisher et al, 2014, PeerJ

http://guessthecorrelation.com/
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Summary of model criticism for 
correlation

Å Checking the assumptions (model criticism) for correlation is often 
done graphically. We should inspect:
ï Bivariate normal distribution

ï non-linearity

ï outliers
Å outliers with extreme x-values are particularly problematic

Å We may fix the problem by transforming the variables (e.g. log-
transformation)

Å A  non-parametric alternative is Spearman’s rank correlation
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http://guessthecorrelation.com/
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https://xkcd.com/882/

Linear regression

Situation
ÅWe have measured several quantitative variables on each unit

ÅIt is meaningful to regard one variable, y, as possibly depending 
on, or being predicted by, the other variables, ὼ

ÅThe expected value of y is (approximately) a linear function of the 
ὼ

ÅThe variation of y around its expected value is normal with the 
same „, irrespective of the ὼ

If these conditions apply we can perform a linear regression of y on 

the ὼ
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Simple regression

The case with only one x-variable:

ώ ‍ ‍ὼ ‐

ÅWhere the residual ‐is normal with mean zero and standard 
deviation „

ÅWe want to test the null hypothesis that the true regression 
coefficient ‍ is zero

ÅWe also might want to estimate the parameters ‍and ‍

ÅThe estimate of ‍ is called ὦ and the estimate of ‍ is called ὦ. 
They are the intercept and the slope of the estimated regression 
of y on x
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Partitioning the sum of squares

Assuming a regression line ώ ὦ ὦὼwe can calculate the total sum of squares as:

ὛὛ ώ ώ

and the regression sums of squares as:

ὛὛ ώ ώ

and the residual sums of squares as:

ὛὛ ώ ώ

The (least squares) regression is found by making ὛὛ as small as possible, which determines ╫ and ╫ . For these 
parameter estimates, we have the partitioning: 

ὛὛ ὛὛ ὛὛ

With the following degrees of freedom:

ὨὪ ὲ ρ, ὨὪ ρ, ὨὪ ὲ ς

Quinn & Keough

16

The assumption of normality

17 18
Arrhenius, 1921, Journal of Ecology
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Arrhenius, 1921, Journal of Ecology

Null hypothesis:
ÅὌȡ‍ π
Åstates that the true regression coefficient is zero

Anova table:

R2:

Åρ ρ
Ȣ

Ȣ
πȢωωυρ

Source df SS MS F P

Regresssion 1 1.1920 1.1920 1616.3 <0.001

Residual 8 0.0059 0.0007

Total 9 1.1979

https://economictheoryblog.com/2014/11/05/proof/ More on these four diagnostic plots in the R-book by Crawley, page 419-410

The impact of range on the R2
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http://www.biostathandbook.com/linearregression.html

Summary of model criticism for linear 
regression

Å Checking the assumptions (model criticism) for linear regression is 
often done graphically. We should inspect:
ï the regression plot for:

Å non-linearity

ï the plot of residuals versus fitted values

ï the distribution of residuals for
Å outliers

Å non-normality

Å outliers with extreme x-values are particularly problematic

Å If there are problems we should try to fix them by transforming the 
variables

22

When should we test for a correlation and 
when should we perform a linear regression?

It is sometimes difficult to know which variables 
should be x and which should be y in a regression.
Å If both variables are random variables correlation can be a 

good choice

Å For regression, a good way to think about it is that the x-
variable should serve to predict the (expected) value of y

Å But it is nice to know that for the test of a significant 
relationship it does not matter if you test for correlation or 
for a regression of either variable on the other
ï P-values are similar

ï Both regression and correlation can estimate the total variation 
explained (i.e. R2)

ï The correlation coefficient between x and y is the regression 
slope after both variables have been scaled to have standard 
deviations of 1

https://www.youtube.com/watch?v=-pY9xuSfzUA

23

The estimation method for regression and t-tests 
(and ANOVA) is similar:

https://www.youtube.com/watch?v=NF5_btOaCig
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https://www.youtube.com/watch?v=-pY9xuSfzUA
https://www.youtube.com/watch?v=NF5_btOaCig
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Related reading and information

Å Install R Markdown package (and its dependencies) before 
lunch

Å Quinn & Keough: Chapter 5
Å Crawley: Sections 8.9, 10.1, 10.5 and 10.7
Å https://scientistseessquirrel.wordpress.com/2018/10/02/pres

enting-statistical-results-pointers-in-scientific-writing/#foot1
25

https://scientistseessquirrel.wordpress.com/2018/10/02/presenting-statistical-results-pointers-in-scientific-writing/#foot1

